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Abstract—Quantum-Dot Cellular Automata (QCA) are an
emerging nanotechnology with remarkable performance and
energy efficiency. Computation and information transfer in QCA
is based on field forces rather than electric currents. As a
consequence, new strategies are required for design automation
approaches in order to cope with the arising challenges. One
of these challenges rises from the fact that QCA is a planar
technology. That means, logic gates as well as interconnection
elements are mostly located in the same layer. Hence, it is
expected that interconnections have higher influence on the final
design costs than in conventional integrated technologies. For
the first time, this paper presents an extensive study on the
quantification of this impact. Therefore, we consider the entire
design flow for QCA circuits from the initial synthesis (using
different synthesis approaches) to the corresponding placement
on a QCA grid. Then, we characterize the respectively obtained
QCA circuits in terms of area, delay and energy costs. The
obtained results indicate that the impact of interconnections in
QCA is indeed substantial. Design costs including or not including
interconnections differ by several orders of magnitudes, which
motivates to completely re-think how logic synthesis for QCA
circuits shall be conducted in the future.

Keywords—Quantum-dot Cellular Automata, Interconnections,
Layout design, Field-Coupled Nanocomputing

I. INTRODUCTION

Quantum-dot Cellular Automata (QCA) [1], [2] are an
emerging technology in which computations are conducted
in a fundamentally different way compared to conventional
systems relying e. g. on CMOS. Here, information is stored in
terms of the polarity of small cells and can be propagated to
adjacent cells using electrostatic force (Coulomb interaction).
This results in a Field-Coupled Nanotechnology (FCN) that
allows to represent and process binary information [3]. More-
over, this way of representing and processing information is
doable with highest processing performance and remarkably
low energy dissipation—as confirmed by several theoretical
and experimental studies (see e. g. [4], [5]). Overall, this makes
QCA a promising alternative to conventional integrated circuit
technologies. As a consequence, numerous contributions on
their physical realization have been made in the past, e. g.
based on molecules [6], nano-magnets [7], or silicon atoms [8],
[9].

In parallel, there has been some research on the design of
QCA circuits. In the past, the majority of QCA circuits have
been derived manually—including e. g. realizations of arith-
metic circuits [10], processors [11], or FPGAs [12]. Besides
that, there are also recent developments towards logic synthesis
of QCA circuits (see e. g. [13]–[19]). These contributions are
essential since, as for conventional circuitry, complex systems
can eventually only be realized with the help of efficient
automatic design methods.

Most of the currently available methods follow a two-stage
design flow in which the desired function is synthesized first
in terms of a conventional circuit (disregarding any technology
constraints). Afterwards, the resulting (conventional) circuit
is mapped into a proper QCA circuit using corresponding
building blocks (without any further modifications of the initial
netlist). Consequently, the resulting circuits are mainly opti-
mized with respect to conventional cost metrics thus far and,
hence, are likely non-optimal with respect to QCA-specific
costs in terms of area, delay, and energy dissipation.

In order to address this problem and to “lift” these physical
objectives to a higher level of abstraction (namely the abstrac-
tion level in which the actual logic synthesis is conducted),
a corresponding cost model for logic synthesis has recently
been introduced in [20]. Here, proper and technology-specific
cost functions for area, delay, and energy dissipation for a gate
library including frequently used elementary building blocks
is provided, which, in principle, can easily be incorporated
into existing logic synthesis methods—thereby allowing for a
QCA-specific synthesis. However, the considerations in [20]
also unveiled that a pure focus on the costs of single gates
(as common in conventional logic synthesis) is not sufficient
in order to properly guide the synthesis process. In fact, also
interconnections such as wires, fan-outs and crossovers (whose
costs are usually considered negligible in conventional logic
design) have a significant impact on area, delay, and energy
dissipation.

However, thus far, it remains unknown whether this impact
of interconnections in QCA circuits indeed has a substantial
effect and, hence, should explicitly be considered in the future.
In this work, we are addressing this issue by conducting
several empirical evaluations. To this end, we utilize the model
proposed in [20] as well as existing methods for logic synthesis
(developed for conventional circuits) and QCA placement. The
obtained results show that the impact is indeed substantial.
Considering interconnections vs. not considering interconnec-
tions actually yields to differences amounting to several orders
of magnitudes. This clearly motivates to completely re-think
how synthesis for QCA circuits shall be conducted in the
future.

The remainder of this work is organized as follows. First,
the basics on QCA are reviewed in Section II. Afterwards,
Section III introduces the model for logic synthesis of QCA
designs in order to keep this work self-explanatory. The fol-
lowing Section IV discusses the realization and function of in-
terconnections in QCA designs. Section V presents the applied
environment for analysis of the impact of interconnections
in QCA designs, while Section VI discusses the simulation
results. Finally, the work is concluded in Section VII.
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Fig. 1: QCA realizations of basic operations

II. QCA CIRCUITS AND THEIR DESIGN

The basic element of Quantum-Dot Cellular Au-
tomata (QCA) [1], [2] are cells that interact via local fields
and, thus, allow for the realization of logic functions. A QCA
cell has a square shape and contains in each corner a quantum
dot which is a structure able to confine an electric charge [2],
[21]. Further, each QCA cell possesses two free and mobile
electrons that are able to tunnel between adjacent dots, while
a potential barrier prevents tunneling to the outside of the
cell. Due to Coulomb interaction, the two electrons tend to
locate themselves at opposite corners of the cell—eventually
leading to two possible cell polarizations (namely P = −1
and P = +1 which can be defined as binary 0 and binary 1,
respectively).

Example 1. Both stable states are depicted using the QCA
cells in Fig. 1a, where circles denote quantum dots (◦) and
black bullets illustrate electrons (•). Usually, the state shown
in the left-hand side of Fig. 1a is defined as binary 0, while
the state shown in the right-hand side of Fig. 1a is defined as
binary 1.

QCA cells placed next to each other interact via Coulomb
forces such that the polarization of one cell influences the po-
larization of the other. Consequently, basic Boolean operations
such as NOT, AND, OR, Majority, etc. can be realized.

Example 2. Figures 1b to 1d exemplarily depict some basic
logic functions implemented by QCA cells. More precisely,
Figure 1b shows the realization of the NOT function, where
e. g. a binary 1 is copied to two paths, which are then
combined diagonally, such that the binary 1 is inverted to a
binary 0 (from left to right). The structure depicted in Fig. 1c
implements the Majority function, where e. g. a binary 0 from
input a competes with two binary 1s coming from inputs b
and c. The output follows the majority of the input values,
which in this case is a binary 1. Figure 1d shows the realization
of the AND function which is similar to the Majority gate.
However, the top QCA cell is locked to the 0-state such that
both inputs a and b compete with each other and the binary 0.
The structure can be turned into an OR gate by changing the
top cell to the 1-state.

In order to avoid metastability, QCA cells have to enter a
neutral state before assuming a new polarization [22]. Further,
it has to be ensured that data is only passed between QCA
structures if the source structure remains in a stable state,
while the receiving structure is able to change its polarization.
To this end, the state of the QCA cells can be controlled
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by an external electromagnetic field, in the following named
clock, that regulates the interdot barriers within a QCA cell
controlling whether the cell can be polarized or not [23]. As
an external clock consists of four phases, usually four external
clocks numbered form 1 to 4 and phase-shifted by one phase
are employed.

Now, in order to provide a proper data transfer between
QCA gates, it has to be ensured that the output value of a gate
is applied to the input of a following gate at exactly that time
when the following gate is able to accept a new value, i. e. to
change its polarization. Therefore, all inputs of a QCA gate
must be fed by structures that are driven by a preceding clock
signal, e. g. a gate of clock 2 receives its data from gates of
clock 1.

In order to comply with fabrication constraints, cells are
commonly grouped in square or rectangular shaped clock
zones, or tiles, such that all cells within a clock zone are
controlled by the same external clock [24], [25]. These clock
zones are organized as a grid based on fixed or free arrange-
ment styles. Further, each clock zone may contain structures
that form a gate or interconnection elements, such as wires or
fan-outs.

Example 3. Consider the two grids of clock zones depicted
in Fig. 2, where each square shape represents a clock zone
in which QCA cells realizing a gate or interconnection may
be placed. Each clock zone is related to one of the four
external clocks (indicated by the numbers and a corresponding
coloring), which control all QCA cells within the respective
clock zone. Following the proposal from [24], [26], [27], each
clock zone of this example has a size of 5 × 5 QCA cells.
Further, the grids are organized such that each clock zone
has at least one neighboring zone that can provide data and
one that can receive data. The possible data flows between
adjacent clock zones are indicated by arrows.

When placing QCA structures (gates and interconnections)
on the grid, the data flow constraints resulting from the
particular arrangement of clock zones need to be satisfied.
This can become rather complex, as all inputs of a gate have
to arrive simultaneously, although they might originate from
paths with different lengths. Then, additional wires have to
be added so that the respective signals are delayed and all
arrive at the same time. In order to cope with this complexity,
a two-stage design flow for QCA circuits got established
in which, first, the desired function is synthesized (using
conventional methods such as [28], [29]) and, afterwards, the
resulting conventional circuit is explicitly placed on a QCA
grid satisfying all constraints (using methods such as [19],
[30]). This way, the tedious tasks of synthesis and determining
a proper placement are separated.
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(c) QCA circuit implementing function
f(a, b, s) = a · s̄ + b · s

Fig. 3: QCA circuit design

Example 4. Consider the logic function with three variables
f(a, b, s) = a · s̄+ b · s which shall be realized as a QCA
circuit. To this end, f is decomposed into gates for which QCA
realizations are available (see Fig. 3a). Next, all gates have to
be located on a grid of clock zones (see Fig. 3b) such that all
inputs of a gate come from structures located in a preceding
clock zone. Figure 3c shows a possible solution, in which this
is ensured for all gates.

III. COST MODEL FOR LOGIC SYNTHESIS

The design flow reviewed above allows for an efficient
and scalable realization of QCA circuits but suffers from the
fact that the first step (the actual synthesis) still relies on
conventional methods employing conventional cost metrics. In
order to address that, and to explicitly consider QCA-specific
cost metrics such as area, delay and energy dissipation, a
dedicated cost model for logic synthesis of QCA is required. A
corresponding model has recently been proposed in [20] and,
for sake of completeness, is reviewed in the following.

A. Area, Delay and Energy Dissipation

In QCA, the area can be defined via the number of required
QCA cells, the number of occupied clock zones, or via the
area of the grid created by the circuit. For example, the circuit
depicted in Fig. 3c consists of 55 QCA cells, occupies 7 clock
zones and creates a grid of 8 clock zones, with each clock
zone having a size of 5× 5 QCA cells.

The delay of a QCA circuit is defined by the maximum
amount of time a signal requires to pass from an input to an
output. It should be noted that in QCA the delay is independent
of the input signals, because there is no difference in the
timing behavior for polarizations P = −1 and P = +1 [1].
Further, input slopes and output load, as considered in CMOS
technologies, can be ignored for QCA. This follows from the
fact that the polarizations of all cells in a clock zone are
stabilized during a clock phase [1]. Thus, the delay follows
from the frequency of the external clock and the number of
traversed clock zones between the input and the output. For
example, the delay between input a and output f in the QCA
structure shown in Fig. 3c is 3 clock zones, while the delay
between input s and output f is 5 clock zones, which leads to
an overall delay of 5 for the whole circuit.

Finally, the energy dissipation of a circuit is computed
by summation of the energy dissipation of all cells. For an

individual QCA cell, this energy transfer between the cell and
the environment (Eenv) can be determined by

Eenv =
~
2

∫ (
d

dt
~λ · ~Γ

)
dt′

= − ~
2τ

∫ [(
~Γ · ~λ+ |~Γ| tanh ηth

)]
dt′,

(1)

where ~ is the reduced Planck constant, ~λ denotes the so-
called coherence vector and represents the current state of the
cell, τ is a technology-dependent relaxation time parameter,
and ηth = ~|~Γ| · (2kBT )−1 refers to the thermal ratio, with
kB being the Boltzmann constant and T denoting the tem-
perature. Further, ~Γ means the energy vector that is related
to the cell’s steady-state, a virtual state that characterizes
the future behavior of the cell and depends on the current
tunneling behavior γ as well as the Coulombic force induced
by neighboring cells [4], [20], [31] and follows from

~Γ =
1

~
[−2γ, 0,Φ] , (2)

where Φ =
∑
j∈N(i)E

i,j
kinkPj models the Coulombic in-

teractions with cells from the neighborhood N(i) of the
cell i with Pj being the other cells’ polarization and Ei,jkink
denoting the so-called kink energy between two cells i and j
which quantifies the energy cost of both cells having opposite
polarizations [4], [20], [31].

Using a simulation program like QCADesigner-E [20], [32]
1, which implements the quantum state QCA model, one can
determine the cells’ coherence vectors and steady states and, by
this, the energy dissipation of all structures of a QCA circuit.
For example, for the input case a = b = s = 0 the energy
dissipation of the QCA circuit depicted in Fig. 3c results to
1.56 meV for a clock frequency of 25 GHz and the standard
parameters of QCADesigner-E.

B. Resulting Cost Model

Based on the consideration from above, a cost model for
area, delay and energy dissipation of QCA circuits which
can be used during the first step of the QCA design flow
(i. e. the actual synthesis) has been introduced in [20]. This
model assumes the following established design paradigms:

1) The elementary logic building blocks considered for
synthesis are given by the standard gates shown in
Fig. 4.

1The tool has been made publicly available as open-source
at https://github.com/FSillT/QCADesigner-E.
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2) Interconnection elements as wires, fan-outs, and
crossovers are modeled in the same way as the logic
blocks.

3) A tile-based clocking scheme [24]–[27] is employed.
4) Varying the frequency of the external clock can

enable faster and slower designs which differ in their
energy dissipation.

The resulting model is summarized in Table I. The model
distinguishes between interconnection elements and logic
gates. Further, the column Area indicates the area in µm2

occupied by each element, while the column Delay refers to
the path length between each input and output in terms of
clock zones. The following columns Energy Dissipation list
the energy dissipation of each QCA element for all possible
input combinations, depending on the number of inputs. Here,
energy dissipation has been evaluated for a Regular mode with
a main clock frequency of fclk = 25GHz and a Fast mode
with fclk = 100GHz . The time value of the delay follows
directly from the product of the path length and the clock
period of the chosen operation mode.

IV. INTERCONNECTIONS IN QCA CIRCUITS

Interconnections play a vital role in QCA circuits. On the
one hand, they have to establish the connections amongst the
logic elements, while they also must assure the correct timing
of data flows. These tasks are more difficult due to the fact
that QCA is mainly a planar technology, i. e. most of the
interconnection structures are fabricated in the same layer as
the actual logic. In general, one can distinguish three principle
structures, namely

• Wires, i. e. straight-forward or bent connections be-
tween two QCA cells,

• 1-to-n Fan-outs, i. e. structures that copy one input to
n outputs, and

• Crossovers, i. e. crossings of two independent wires
(which can be planar or within a multi-layer structure).

Example 5. Figure 5a shows an example for a straight wire.
An exemplary 1-to-2 fan-out, i. e. a fan-out with one input and
two outputs, is shown in Fig. 5b. Figure 5c shows a planar
crossover where one signal is transported in the direction
of the rotated cells, while the second signal is routed in
direction of the non-rotated cells. Figure 5d depicts a multi-
layer crossover, where via cells copy the signal to a second
layer located above the main layer. Note that cells in both
layers are controlled by the same clock and that in the very
center there is also a regular cell in the main layer (hidden
by the via cell on top of it).
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Fig. 5: QCA Interconnection elements. Same colored arrows
indicate related input and output signals.
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Besides connecting logic elements, interconnections are
also employed to satisfy the data flow constraints discussed
in Section II.

Example 6. Consider the exemplary circuit in Fig. 6a which
shall be placed on a grid of QCA clock zones. Following the
data flow constraints, the OR gate in the center of Fig. 6b
(clock zone 3) can only receive its inputs from QCA structures
in both neighboring clock zones 2. Consequently, additional
wires are required, indicated by the red arrow, in order to
pass the output signal of the lower inverter to the input of the
OR gate.

Hence, interconnection elements are realized by the very
same basic QCA cells as the elementary logic gates. Accord-
ingly, they have a significant impact on area and delay costs
of at least one clock zone. Additionally, their energy costs
are comparable to an inverter gate (see also Table I). This is
in strong contrast to conventional logic synthesis (where the
effects e. g. of wires, fan-outs, etc. with respect to area, depth,
and energy dissipation are usually neglected). However, the
significance of this impact has not been thoroughly investigated
yet. Because of that, it remains unknown how substantial
the impact is and whether this indeed requires a dedicated
consideration of interconnections already in the logic synthesis
phase.

In this work, we conducted such a detailed evaluation. In
the following, we review the corresponding environment which
has been used for those evaluations. Afterwards, the obtained
results are summarized and discussed.



TABLE I: Model for the logic synthesis of Quantum-Dot Cellular Automataa (proposed in [20])

Delayd Energy Dissipation [meV]
[clk zones]

Regular mode (fclk = 25 GHz) Fast mode (fclk = 100 GHz)
with respect to the following input assignments with respect to the following input assignments
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re

a
[µ
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2
]c

A
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Z

000 001 010 011 100 101 110 111 000 001 010 011 100 101 110 111

Wire 0.01 1 0.09 0.09 0.82 0.82
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Wire pair 0.01 1 1 0.17 0.17 0.17 0. 17 1.60 1.61 1.61 1.60
Fan-out 0.01 1 0.12 0.12 1.15 1.15

Crossover 0.01 1 1 0.28 0.28 0.28 0.28 2.57 2.58 2.58 2.57

Inverter 0.01 1 0.13 0.13 1.19 1.19
Majority 0.01 1 1 1 0.15 0.82 0.82 0.82 0.82 0.82 0.82 0.15 1.41 1.77 1.78 1.77 1.77 1.78 1.77 1.41

OR 0.01 1 1 0.18 0.79 0.79 0.12 1.30 1.52 1.54 1.19

L
og

ic
G
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eb

AND 0.01 1 1 0.12 0.79 0.79 0.18 1.19 1.54 1.53 1.30
NOR 0.02 2 2 0.31 0.92 0.92 0.25 2.49 2.72 2.73 2.38

NAND 0.02 2 2 0.25 0.92 0.92 0.31 2.38 2.73 2.72 2.49

a Technology parameters taken from [20], simulation parameters are: γshape = GAUSSIAN, Tstep = 1E-17 s, γslope = 1E-12 s for fclk = 25 GHz, and γslope = 1E-13 s
for fclk = 100 GHz.

b Related layouts are depicted in Fig. 4.
c Each tile contains 5x5 QCA cells, with each cell having the size of 400nm2 see also [24], [25].
d Delay is measured in numbers of clock zones a signal must pass from input to output cell.
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V. EVALUATION ENVIRONMENT

In this section, we briefly summarize the synthesis and
placement methods that have been considered for the eval-
uations. Further, we briefly review the chosen benchmarks.

A. Synthesis Methods

The typical input for synthesis approaches is a Boolean
function representation such as two-level representations
(i. e. Sum of Products (SoPs) and Exclusive Sum of Prod-
ucts (ESoPs)) or graphical representations like Binary Decision
Diagrams (BDDs) [28], AND-Inverter Graphs (AIGs) [29],
etc. The corresponding function representation is then mapped
to a netlist of gates using the gate library available in the con-
sidered technology. To this end, a one-to-one relation between
the function representation and the considered gate library is
desired, as it implies that a simplified/reduced representation
will allow for a cheaper circuit realization. For example, a node
of a BDD corresponds to a MUX gate (as illustrated in Fig. 7a),
while a node of an AIG directly corresponds to a (N)AND
gate (as illustrated in Fig. 7b). These relations give rise to
corresponding synthesis approaches (termed BDD-based and
AIG-based synthesis) that will be considered in our evalua-
tions.

To this end, we utilized the well-established academic
synthesis tool ABC [34]. The tool is able (a) to read in a

Boolean function specification from many different formats
(e. g. BLIF, PLA, Verilog), (b) to convert between different
internal representations (e. g. AIG to BDD and vice versa),
and (c) to perform optimizations (e. g. variable reordering for
BDDs and rewriting techniques for AIGs).

Further, we applied a commercially available synthesis
software.2 As input, we used verilog netlists. The target library
is based on the model for logic synthesis listed in Table I.

B. Placement Method

Area-efficient placement of conventional circuits to QCA
structures turned out to be a complex task. So far, to the
best of our knowledge, no fully automated solution exists
that can handle functions of relevant size and produces QCA
circuits with satisfying area costs. This discrepancy between
CMOS and QCA design is due to different physical and logical
constraints for which one must come up with new solutions.
Classical CMOS approaches simply are not applicable in the
QCA domain.

More precisely, clock zone constraints as well as data flow
constraint (as discussed in Examples 3 and 4) need to be
taken into account. To satisfy these, we developed a heuristic
placement algorithm that assumes the fixed clocking scheme
shown in Fig. 2b and diagonally places a given netlist starting
with the inputs in the upper left and finishing with the outputs
in the lower right. All gates are placed in topological order and
wires are Manhattan-routed [35]. Even though the resulting
area needs are not optimal, this algorithm can handle large
netlists due to its linear runtime complexity.

C. Benchmark Circuits

As benchmarks, we applied functions provided by the
EPFL Combinational Benchmark Suite [36]. This is a re-
cently developed set of natively combinational circuits de-
signed for aiding the comparison of modern logic optimization
approaches. Table II lists the related circuits that have been
selected for the purpose of this evaluation together with their
respective number of primary inputs and primary outputs as
well as the number of AND nodes in the provided AIG
representation.

2In alignment with the related NDA, we may not provide the producer’s
name here.



TABLE II: Applied EPFL Arithmetic and Random/Control
Benchmarks (taken from [36])

Benchmark name Inputs Outputs AND nodes

Adder (adder) 256 129 1 020
Barrel shifter (bar) 135 128 3 336
Max (max) 512 130 2 865
Sine (sin) 24 25 5 416
Alu control unit (ctrl) 7 26 174
Coding-cavlc (cavlc) 10 11 693
Decoder (dec) 8 256 304
i2c controller (i2c) 147 142 1 342
Int to float converter (int2float) 11 7 260
Priority encoder (priority) 128 8 978
Lookahead XY router (router) 60 30 257

VI. RESULTS AND DISCUSSIONS

This section presents and discusses the obtained results. All
benchmark circuits have been synthesized using the three syn-
thesis approaches discussed in Section V-A, i. e. BDD-based
synthesis, AIG-based synthesis, as well as the commercial syn-
thesis tool (denoted as BDD, AIG, and Comm, respectively).
From the obtained netlists, a layout has been generated using
the placement approach discussed in Section V-B.

Table III lists all obtained results for both the intermediate
netlists (post-synthesis), which has been generated by the
synthesis approaches, as well as the final layout (post-layout).
The columns #Gates and #Elements list the number of logic
gates after synthesis and the number of all QCA elements,
i. e. logic gates and interconnection elements, after layout
generation. The remaining columns quantify the physical cost
of the corresponding designs based on the cost model listed in
Table I. More precisely,

• The columns Gate area and Design area provide a
direct translation of the number of gates and elements
into area using the model presented in Table I.

• The Delay of the designs, i. e. the longest path within
the netlist after synthesis and the maximum delay
between inputs and outputs after layout generation,
respectively, is provided considering a fast operation
mode, i. e. fclk = 100GHz [20].

• The columns Energy (regular) and Energy (fast) list
the energy dissipation in meV for regular and fast
operation mode, i. e. fclk = 25GHz and fclk =
100GHz , respectively.

The numbers clearly indicate that: Interconnections have
a very high impact on the area, delay, and energy costs of
QCA circuits and must not be ignored. This can easily be
explained by the fact that, once interconnections are con-
sidered, they have to be realized as explicit elements. This
drastically increases the number of elements compared to the
number of gates which are the only elements to be considered
when interconnections are ignored (cf. columns #Gates vs.
#Elements).

Figure 8 exemplarily visualizes this finding on a precise
example. Here, the layout of a 2-bit Ripple-Carry-Adder is
shown which is composed of 19 logic gates (highlighted green)
and plenty of interconnections (highlighted purple).3 As can be
clearly seen the interconnections dominate the overall design.
After all, this dominance explains the huge differences in both
columns Gate Area and Design Area as well as in the energy
costs reported in Table III. When interconnections are not
considered, the huge purple parts of the circuits are counted
to have zero costs (as common in conventional circuits). But

3For visualization purposes, we removed all clock zone information.

Fig. 8: QCA circuit with highlighted interconnections (purple)
and logic gates (green). Blue, yellow and orange cells
indicate inputs, outputs and cells with fixed polariza-
tion, respectively.
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Fig. 9: Number of initial AND nodes vs. increase in area due
to interconnections

since they actually are realized by explicit circuit elements
(which is in contrast to conventional circuits), they actually
have to be considered—suddenly leading to costs which are
magnitudes larger than originally approximated. Again, it can
clearly be seen that interconnections have a severe impact on
QCA circuits with respect to costs.

Figure 9 relates the increase in area (due to the considera-
tion of interconnections) to the number of AND nodes of the
initial benchmarks (see also Table II) for all three algorithms.
Here, Interconnection Overhead means the relation between
the gate area, taken from column Gate area in Tab. III, and
the area for all elements, including interconnections and gates,
taken from column Design area. First of all, one can observe
the remarkable overhead due to interconnections ranging up to
a factor of 9200. Further, the results indicate a nearly linear
relation between the number of initial AND nodes and the
interconnection overhead. This relation results from the planar
characteristic of QCA, which enables solely two dimensional
routing or crossovers. Consequently, routing between logic
gates follows basically the Manhattan distance, i. e. the sum
of the horizontal and vertical components [35]. That means,
the interconnection overhead between two logic gates located
in different rows and columns of the QCA grid results from
the vertical and the horizontal distance between both gates.
Finally, one can note that the BDD-based synthesis strategy
leads to the highest overhead, while the overhead of AIG-
based synthesis and the commercial tool is up to ten times
lower.



TABLE III: Results after synthesis and layout generation

Post-Synthesis
(note: no interconnections)

Post-Layout
(note: with interconnections)

Benchmark Algorithm #Gates Gate area
[µm2]

Delay
[ps]

Energy
(reg.) [meV]

Energy
(fast) [meV] #Elements Design area

[µm2]
Delay
[ps]

Energy
(reg) [meV]

Energy
(fast) [meV]

adder AIG 1 911 19 1 913 591 2 433 365 918 3 659 7 643 38 144 344 952
adder BDD 3 949 39 3 190 1 137 4 770 1 429 871 14 299 14 973 148 835 1 351 870
adder Comm 1 295 13 1 288 520 1 746 296 649 2 966 6 138 32 455 293 119
bar AIG 5 326 53 1 013 1 756 6 919 2 376 342 23 763 21 480 364 581 3 322 910
bar BDD 11 954 120 3 168 3 483 14 501 17 376 521 173 765 44 958 2 170 010 19 795 000
bar Comm 3 742 37 380 1 756 5 198 3 076 894 30 769 19 000 519 106 4 735 280
cavlc AIG 1 213 12 203 381 1 555 318 837 3 188 4 710 39 018 354 295
cavlc BDD 2 667 27 630 763 3 219 1 268 135 12 681 9 883 151 900 1 382 830
cavlc Comm 761 8 188 339 1 039 250 818 2 508 3 683 35 106 318 675
ctrl AIG 182 2 78 61 234 10 644 106 788 1 352 12 025
ctrl BDD 679 7 270 197 819 103 256 1 033 2 593 13 605 123 277
ctrl Comm 132 1 80 57 178 8 536 85 678 1 166 10 316
dec AIG 312 3 63 144 432 92 843 928 2 175 13 291 120 573
dec BDD 636 6 80 188 795 146 123 1 461 3 015 18 297 166 158
dec Comm 344 3 65 148 468 95 946 959 2 255 13 630 123 664
i2c AIG 1 965 20 203 644 2 499 578 008 5 780 8 080 69 628 632 234
i2c BDD 4 758 48 578 1 356 5 679 2 660 967 26 610 17 885 300 861 2 738 700
i2c Comm 1 122 11 165 479 1 504 404 707 4 047 5 453 48 215 437 256
int2float AIG 385 4 110 123 491 26 847 268 1 513 3 451 30 888
int2float BDD 951 10 200 270 1 139 124 483 1 245 3 500 15 220 137 637
int2float Comm 237 2 93 101 319 15 205 152 1 110 2 158 19 118
max AIG 5 586 56 1 495 1 676 7 055 3 236 644 32 366 21 365 365 842 3 330 090
max BDD 11 348 113 3 520 3 212 13 581 14 456 505 144 565 42 090 1 549 530 14 119 100
max Comm 3 190 32 2 425 1 352 4 340 2 101 463 21 015 15 190 277 056 2 522 300
priority AIG 1 308 13 1 160 384 1 635 255 094 2 551 4 885 25 547 231 078
priority BDD 4 153 42 2 188 1 173 5 048 2 548 184 25 482 15 223 262 245 2 385 970
priority Comm 646 6 280 259 840 80 423 804 2 930 8 238 73 612
router AIG 301 3 113 96 374 12 452 125 1 233 1 369 11 986
router BDD 938 9 495 262 1 135 62 289 623 3 425 6 552 58 510
router Comm 119 1 58 54 164 3 263 33 553 393 3 262
sin AIG 8 387 84 1 260 2 797 10 901 6 529 236 65 292 33 630 718 985 6 545 170
sin BDD 21 176 212 2 485 5 917 25 626 32 004 305 320 043 77 218 3 444 650 31 394 600
sin Comm 6 644 66 1 168 2 775 8 947 8 990 800 89 908 30 803 1 012 260 9 220 370
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Fig. 10: Number of initial AND nodes vs. increase in energy
dissipation due to interconnections (low performance
mode)

Figure 10 demonstrates the increase in energy dissipation
due to the interconnection overhead, i. e. the relation between
the values of both columns Energy (reg.) in Tab. III. We report
here solely the results for the regular performance mode which
are, though, very similar to the results of the high performance
mode. Similar to the data related to the increase in area, the
overhead factor increases with the number of initial AND
nodes. However, the absolute values of the overhead factors
are smaller, caused by the lower energy costs of the wires (see
also the cost model in Table I). As observed before, synthesis
based on AIGs and the commercial tool yield notably better
results than the BDD-based synthesis.

The results for area and energy enable the conclusion that:
The impact of interconnections on the QCA design costs in
terms of area and energy increases with the number of logic
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Fig. 11: Number of initial AND nodes vs. increase in delay
due to interconnections

elements. Further, one can say that: The choice of the synthesis
strategies can have considerable impact on the design costs.

Figure 11 shows the relation between the delay of the
synthesized netlists and the delay of the final layout. Results
indicate a remarkably lower overhead compared to the increase
of area and energy costs, but still at high scale. Further,
in contrast to the interconnection related area overhead, the
impact of the interconnections on the delay is less dependent
on the number of AND nodes in the initial benchmark circuits.
This results form the fact that the delay depends on a specific
path which does not necessarily scale directly with the layout.
The impact of all three algorithms on the increase in delay is
comparable, although, BDD-based synthesis again leads to the
largest overhead.



These results enable the final observation that: The delay
due to interconnections depends on the internal structure of
the circuit.

VII. CONCLUSION

In this work, we evaluated the impact of interconnections
in QCA circuits. This is important as it heavily influences what
future design methods for QCA circuits should be considered.
In fact, while interconnections are usually ignored in the design
for conventional circuits, we observed that they heavily affect
the result with respect to area, delay, and energy dissipation.
These observations motivate several objectives for future re-
search, including the following statements:

• There is a need for a comprehensive model in order
to determine interconnection costs already during syn-
thesis.

• Having an appropriate interconnection model, new
synthesis strategies for QCA designs with emphasis
on reduction of interconnections must be developed.

• Logic gates and interconnections should be treated
similarly. This includes the intelligent application of
copying strategies of logic blocks, e. g. as proposed
in [37].

• Different concepts, e. g. systolic arrays [38], must be
explored.
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